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Thomas F. Edgar, University ofTexas

Chairman's Message:
Random Thoughts About the

Teaching of Statistics

CAST Division membership increased
from 1523 in 1984 to 1685 in 1985, for
a net increase of 162. In the Editors'
opinion, with the increasing role that
computers are playing in our
discipline, there is every reason to
believe that our membership could
double over the next several years.

The changing nature of the chemical
engineering profession has been an
often-discussed subject in technical
publications and in the boardrooms oj
major corporations. The importance oj
computing technology in this
evolutionary process is unquestioned:
many educators are now debating the
issues of how computers ought to be
integrated into undergraduate and
graduate education so that th,
graduate engineer can cope witt
today's industrial environment, whid
is increasingly computer based. WhilE
much of the recent discussion ha,
centered on how to integratE
computers into all undergraduatE
courses (see the CACHE Corporatior
position paper, "Expectations of th!
Competence of Chemical Engineerink
Graduates in the Use of Computink
Technology," Chem. Engr. Education
Winter, 1986, p. 19) and how the open
ended design must pervade each 0

these courses (see Morton M. Denn
(!Design, Accreditation, an(
Computing Technology", Chern. Engr
Education, Winter, 1986, p. 18),
would like to mention one area tha
seems to be neglected in most propose!
curricula, namely, that of engineerin,
statistics.

603
43(7%)

Students in AIChE
Students in CAST

(8) Membership information compiled
by Bruce Finlayson and Dennis
Spriggs while they were second-year
directors of the CAST Division include
the following:

AIChE Membership 70,000
CAST Membership (2.5%) 1,685
New Members Each Year 7,400

Engineers 2,700
Students 4,700

Professors in AIChE 2,379
Professors in CAST (9%) 195

(7) If you are interested in wide-area
networking for engineers and
scientists, get a copy of the recent
article, "Networking for Scientists"
published in the February 28, 1986
issue of Science magazine.

(6) Because of the length of the
articles in this issue, the
Microcomputer/Personal Computer
Notes will not be published.

(4) Also for the first time, we are
publishing a Call for Papers for a
scheduled session at a National AIChE
meeting. In our opinion, CAST
Communications is a good vehicle for
publishing such calls. Unfortunately,
mismatches of publication dates and
paper submission deadlines may make
such publication not very useful. Such
a problem can be corrected.

(5) We are publishing in this issue the
congratulations from David A. Jones
"to all those dedicated people involved
in making the XI Interamerican
Congress of Chemical Engineering a
success!" All of the CAST Divison
officiers and program charimen are
volunteers: it is always appropriate in
CAST Communications to say thank
you.

PeachText 5000 as his word processor,
he edited file (b) into a form that was
suitable for electronic transmission to
the Associate Editor in Canada.
Authors are encouraged to submit
articles in this manner.

(1) The Computing in Chemical
Engineering Award winner, Professor
Warren E. Stewart, continues our one­
year old tradition of publishing
excerpts from the award lecture given
at the fall CAST banquet.

We encourage Division members to
contribute to our newsletters.

(3) For the first time in the history of
this newsletter, all stages of a feature
article, the one by George
Stephanopoulos, were handled
electronically. The article was
submitted both in printed form and on
an IBM Pc-compatible disk that
contained three different file formats,
(a) Word Perfect formatted text, (b)
Original ASCII text without formatting
commands, and (c) Original ASCII text
with Word Perfect formatting
commands. Since the editor uses

About This Issue

Peter R. RonyandJ.D. Wright

There are several interesting aspects
of this issue of CAST Communications:

It should be noted here that
publication by an author in CAST
Communications does not preclude
publication of their works in other
magazines and scholarly journals
capable of reaching a different, or
perhaps broader, audience. Also,
articles in CAST Communications are
not copyrighted in the name of the
Institute. Division members should
feel free to reproduce and circulate
copies of this CAST Division material to
students and colleagues. If they like
what they read and what the CAST
Division is doing, ask them to become
a member. We point our that some
articles may be copyrighted to the
authors by special request.

(2) Two original, feature articles on
our spring theme, "Artifical
Intelligence and Knowledge-Based
Systems", are included.
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One year ago, I asked representatives
of ten large chemical and oil
companies to help me develop an
inventory of necessary skills in the
area of chemical engineering
computing. I was surprised at the
unanimity of the responses as well as
the very strong feelings for computing
skills that exist in industry today. In
sorting out the responses, I was able to
correlate all of their concerns with a
course generally taught in chemical
engineering save one, the need for a
chemical engineer to use statistics.

Last week, in the February 1986 issue
of CEP, a letter to the editor from J.S.
Hunter, a well-known applied
statistician at Princeton University
and a former professor of mine, decried
the omission of modern statistical
methods in the education of the
chemical engineer. Professor Hunter
wrote:

"Undergraduate students are seldom
taught the arts of planning for data.
They appear at industry's door
unprepared to handle the simplest
problems involving quantitative
information gathered on the
production floor, or produced in a
laboratory. Most students acquire
scant realiziltion of the role and scope
of experimental error, of data
variance, of bias, or of the difference
between correlation and causation.
The statistical design ofexperiments is
a topic so widely ignored at the
undergraduate and graduate levels
that industry itself must provide the
necessary education."

Professor Hunter believes that in order
to remedy this problem, every
engineering undergraduate
curriculum should contain a course in
statistical methods. The course should
emphasize the scientific method, the
exposition of data, the planning of
experiments, the fitting of models, and
the arts of data analysis. The course

should rely heavily on the use of
software packages.

There is potential danger for chemical
engineers in not being able to speakor
understand the language of
statisticians. At the recent Chemical
Process Control Conference, sponsored
by CAST, Professor John McGregor
(McMaster University) pointed out
that statisticians are increasingly
influential in manufacturing company
management. In the process control
arena, they are removing models based
on physics and chemistry in favor of
process control charts and other such
devices. Unless chemical engineers
can appreciate the advantages and
disadvantages of such tools, we will be
inarticulate on this issue.

Why should the CAST Division be
interested in curriculum changes?
TheDivision membership has a vital
interest in the professional competence
of its members. Do you think that our
Division should take a stand on this
issue? Do you have comments or
examples about the role of statistics in
chemical engineering practice? Would
you like to contribute your thoughts to
a future issue of CAST
Communications? Please write to me
at the Department of Chemical
Engineering, University of Texas,
Austin, TX 78712.
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CAST Division Reports to
AIChE Council

The following is taken from the
approved minutes of the AIChE Council
Meeting in Chicago on November 9,
1985, and is published with the
approval,on February 26, 1986, of Dr.
J. Charles Forman, Executive Director
of AIChE.

"Chairman Edward Rosen and 2nd
Vice Chairman Jeff Siirola came
before Council to report on the latest
activities of the CAST Division. Dr.
Rosen stated that the division is
healthy, growing, and innovative.
CAST started in 1977 with 81 members
and now has 1625. CAST programming
is divided into three areas:
10a-Systems and Process Design,
lOb-Systems and Process Control, and
10c-a general area for management
and information, with 48% of
programs in the design area, 26% in
process control, and 27% general. The
division sponsors specialty conferences
to reflect the activity of the three
programming areas. They are
considered to be the premiere
conferences in their field, are most
successful, and highly sought after.
Their Executive Committee is made up
of six directors, two of whom are
elected every year for a three-year
term. Their duties are rotated during
their term of office for them to become
familiar with every aspect of the
division. This year a new CAST
Communications was started, a
newsletter produced by electronic mail
which, through the cooperation of the
New York office, is sent out to their
entire membership. In addition, it is
sent to all new AIChE memhers to
solicit their enrollment in the division.
Dr. Rosen noted that the CAST
Executive Committee is currently
u·sing electronic mail extensively to
communicate, and are looking for ways
to extend this to the entire division
membership.
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(1)

in which the functions Yo(x) and <!>;(x)
are chosen and the coefficients ai are to
be found. In multidimensional
problems, a common strategy is to let

"He cited several difficulties which
they are attempting to solve,
specifically noting that the percent of
good CAST papers accepted for AIChE

meetings is restricted by the number of
sessions approved. He felt that this
could be corrected if there was more
continuity between Meeting Program
Chairmen, and recommended that
EBPC consider expanding CAST

programming to reflect the growth and
trends in this field. Another problem
was the need for better historical
record keeping; he suggested the use of
computer databases to better track
previous sessions, trends, etc. This is
being discussed with National.

"Chairman Rosen expressed pleasure
with the new Council of Division
Officers, noting that it is the only open
forum for divisions to be heard; he
would like to see it become more
active. A long term problem is in
publication of their newsletter, noting
that it is unfair to expect volunteer
companies and individuals to continue
to provide this service. He stated that
the CAST membership prefers hard
copy to proceedings and preprints, as
opposed to microfiche; he would like to
see AIChE move in that direction. The
Division has been approached to put
advertising in their newsletter; this is
being discussed in the holistic context
of Institute advertising policies. In
summary, he recommended that CAST

and AIChE continue to work closely to
resolve these problems. President
Sachs thanked Chairman Rosen and
the committee for an outstanding
presentation and, on behalf of Council,
expressed appreciation for their efforts
on behalfof AIChE."

CAST Archives

Though the CAST Division is only eight
years old, archival documentation
such as newsletters, AIChE programs,
minutes of meetings, names of former
officers, and so forth is fading quickly.

If you have any such material ­
especially going back to the days of the
Machine Computation Committee - or
other CAST memorabilia, please send
them to:

Herbert I Britt
Aspen Technolgy, Inc.
251 Vassar Drive
Cambridge, MA 02139.

Lumping and Approximation
in Process Models

Computing in Chemical Engineering
Award Lecture

Warren E. Stewart, University of
Wisconsin

I would like to thank the CAST Division
and the sponsors of this award for the
honor of speaking to you tonight. As
the topic of discussion I have selected
some of my research on lumping and
approximation in process models.

Process modelling has come a long way
since I entered industry in 1950.
Computational models have become
the rule rather than the exception, and
advances in computation have allowed
better models to be used.
Approximations remain useful for
reducing the computing effort, or for
increasing the range of problems that
can be handled on any given machine.

Two kinds of approximation are
important in process modelling:
approximation of the problem and
approximation of the solution. Some
examples of each are shown in Figure
1. Approximations of the solution are
easier to assess, because the error can
be controlled by systematically
varying some parameters of the
method. We will focus on weighted
residual methods and their use in
creating lumped versions of various
process models.

3

Process models have the generic form

FY=OinV

BY = 0 on S

Here Y is a vector of unknown
functions of the coordinates x; V and S
are the interior and boundary of the x­
domain; and F and B are operators.
Equation (1) denotes the relations to
be solved in the main region V, and
Equation (2) denotes any needed
initial and boundary conditions.

Kinds of Approximation Methods

1. Approximation of the problem

A. Linearization
B. Asymptotic methods and

perturbations
C. Physico-chemical assumptions

and simplifications

2. Approximation of the solution

A. Weighted residual methods
• Least squares
• Othogonality methods

Variational methods of
Rayleigh and Ritz,
Galerkin method

• Collocation methods
• Finite element methods

B. Finite difference methods

Figure 1.

A weighted residual method
approximates Y by an adjustable
function Y(n). A typical form is

n-l

y(n) = Yo(x) + I ai<!>i(x)

i=O

(2)



the ai depend on some of the
coordinates, and omit those
coordinates from the functions <Pi(X). If
each basis function <Pi(X) is active only
in a corresponding subdomain,
Equation (3) is called a spline or finite­
element approximation.

Approximation of Y by Equation (3) in
the process model gives the residual
functions

Similar strategies can be applied to
multidimensional systems, such as
packed-tube reactors. A startup
simulation for such a reactor is shown
in the Figure 4, computed by Jan
Sorensen. The reactor state was
approximated in five dimensions
(time; axial distance; and radial
coordinates in the tube, catalyst
pellets, and inert particles). We used
piecewise polynomials in time and
axial distance, and global polynomials
in the radial dimensions.- The startup
was simulated for 600 s of real time in
40 s of UNIVAC 1100/82 cpu time.
The speed of this multidimensional
simulation illustrates the efficiency of
the orthogonal collocation method
here applied on finite elements. '

For stagewise models, the resulting
collocation points normally fall
between the stages. This causes no
difficulty; we simply apply Equation
(6) at the collocation points, and use
Equation (3) to interpolate the results
to the stages.

Collocation methods for multistage
systems are quite recent. Our version
is based on the discrete least-squares
approach described above, which leads
to collocation at the zeros of a Hahn
polynomial for each section of the
system. Figure 5 shows a column
simulation computed in this way by
Keith Levien. The collocation method
with 8 grid points describes the system
well, and runs about ten times faster
than the full 32-stage model.

We are extending this approach to
process design, where the numbers of

polynomial is shown in Figure 3,
(9) which can be overlaid on Figure 2, and

its values at the stages are shown by
vertical lines. In either case, the zeros
of the optimized Q2(X) are used as
collocation points; they are marked by
large dots in this view. Multipoint
grids are obtained analogously, using
standard formulas for the orthogonal
polynomials.

e (x
k

) = 0, k = 1, ... n

The inner product (!!.,fJ is the integral
of if over V and S. This integral
reduces to a sum if the region is
discrete, as it will be in stagewise
models.

Collocation is the simplest weighted
residual method. However, to get good
results one has to be careful in

(4) choosing the collocation points. A
natural choice is to use the grid points
of an n-point quadrature rule that is

(5) optimized for Equations (6), (7), or (8).
Equivalently, in one dimension we can
write an (n+ I)-term interpolant Qn(x)
for the residual, adjust Qn to satisfy
Equation (6), (7), or (8), and choose its
zeros Xl, .... Xn as our collocation points.
Either way, we get a lumped method
with accuracy comparable to the
corresponding integral method, and
with superior computational speed.
The name "orthogonal collocation" was
chosen for these methods [1] because
the collocation is done at the zeros of
one or more orthogonal functions.
General discussions of such methods
are available in References [1J to [5],
and selected applications are given in
[1] to [9J.

As a simple example, consider the
selection of two grid points in the
interval [0,9] of the x-axis. This calls

(6) for a three-term function Q2(X); let's
use a quadratic, Co + CIX + x2. If the
coefficients co and CI are determined by
least squares, we will get a collocation
method analogous to Equation (6).

The grid points depend on the range of
(7) values of X in the process model. If X

takes all real values from 0 to 9, then
(Q2,Q2) is an ordinary integral and the
optimal Q2(X) is a certain Jacobi
polynomial, shown in Figure 2. But if

(8) X takes only integer values, as in a 10­
stage distillation module, then (Q2,Q2)
is a IO-term sum and the optimal Q2(X)
is a Hahn polynomial. The latter

e in V
o

e on Ss

k=O, ... n-I

B yin) =

a
~,e) = 0, O, ... n-I

aa.,

(e, <P k ) = 0, k = 0, ... n - 1

which generally depend on the
coordinates x and the coefficients ai.
We will regard !!.O and !!.s as the local
parts of a global residual function e.
The approximation is called interio;
exterior, or mixed, according toth~
regions where g is nonzero: in V, on S,
or both.

Lacking an exact solution (which
would make!!. zero everywhere), we
adjust the coefficients ai to make e
small in some overall sense. Som;
popular criteria for this are least
squares,

the method of moments,

the method of Galerkin,

and the method of collocation,
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Table 1

Total Feed (I b mol/hr) 3000

Test Problem Specifications

Feed Temp (OF) 225

6. W. E. Stewart and J. P. Sorensen, "Transient

Reactor Analysis by Orthogonal Collocation

Techniques," Second International Symposium

on Chemical Reaction Engineering, B8~75 to B8­

8B, C2·8, C2-9, Elsevier,Amsterdam, 1972.

4. B. A. Finlayson, Nonlinear. Analysis in
Chemical Engineering, McGraw- Hill, New

York,1980.

Professor Stewart is the McFarland­
Bascom Professor of Chemical
Engineering at the University of
Wisconsin in Madison. He received his
B.S. and M.S.degrees from the
University of Wisconsin and his Sc.D.
from the Massachusetts Institute of
Technology. He worked for Sinclair

Biosketch

5. W. E. Stewart, "Simulation and Estimation by

Orthogonal Collocation," Chemical Engineering

Education XVllI, 204·212, (Fa111984).

9. C. Swartz and W. E. Stewart, "A Collocation

Approach to Distillation Colwnn Design," Paper

18a, AIChE Annual Meeting, Chicago, 1985.

7. J. P. Sorensen, Simulation, Regression and
Control of Chemical Reactors by Collocation
Techniques, Doctoral Thesis, Denmark

Technical University, Polyteknisk Vorlag,

Lyngby,1982.

2. W. E. Stewart, "Solution of Transport
Problems by Collocation Methods," Chapter 4 in

Lectures on Transport Phenomena, by R. B.
Bird, W. E. Stewart, E. N. Lightfoot, and T. W.

Chapman, AIChE Continuing Education Series
No. 4,1969.

3. J. V. Villadsen and M. 1... Michelsen, Solution

of Differential Equation Models by Polynomial

Approximation, Prentice-Hall, Englewood Cliffs,

NJ,1978.
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8. W. E. Stewart, K. L, Levien, and M. Morari,

"Simulation of Fractionation by Orthogonal
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13.15
18.10

3.8960
0.9548
0.9865

$203,048

N1
N2
Reflux Ratio
d(lk) / f(lk)
b(hk / f<hk)
Total Annual Cost

Table 2

N, 12 13 14

N,
17 $203,216 $202,962 $202,985

18 $203,094 $202,840 $202,862

(Optimum)

19 $203,124 $202,869 $202,890

Total Annual Costs for Test Problem
Calculated From Full-Order Model

Collocation Solution to Test
Problem

Table 3

In closing, I would like to thank my
students for their stimulating
collaboration, and my wife, Jean, and
family for their support. Thanks also
to our colleagues and friends, well
represented here, for their
encouragement in this research, and to
our sponsors for the funds to carry it
through.

R(optimum) = 3.8875

section lengths, Nk' and the reflux
ratio are to be selected to minimize the
sum of the annualized fixed cost and
operating cost.

Table 2 shows the optimal solution
computed by the Han-Powell
algorithm, using 5-point collocation to
describe each column section The
stage requirements agree, to the
nearest integer, with the results for
the optimal full-order case shown in
Table 3. The other collocation results
are also close.

C2: 0.03
(lk) C3: 0.20

(hk) C4: 0.37
C5: 0.35
C6; 0.05

Condenser Type Equilibrium

Reboiler Type Equilibrium

Pressure (bars) 17.23

Distillate (Ib mol/hr) 678

Reflux Ratia

d (lk) / f(lk) ~ 0.9548

b(hk) / f(hk) ~ 0.9832

Feed
Mole Fractions

Figure 6 shows the grid points as
functions of N for three-point
collocation, based on the Hahn
polynomials described above. The
collocation points vary smoothly with
N, permitting gradient-based
optimization ofplate column designs.

Table 1 gives the specifications for a
design problem which Cris Swartz
presented today in Session 18. The

stages, N k. in the column sections are
unknown. Full-order models require
these unknowns to be integers, and
lead to awkward mixed-integer design
calculations. The collocation method
can treat these unknowns as
continuous, until the end of the
solution when they are rounded to
integer values. The calculation of grid
points for non-integer values of N is
straightforward, since the Hahn
polynomials are explicit functions of N
andx.
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before joining the chemical engineering
faculty at Wisconsin in 1956. He is co­
author of several books on process
modelling and computation and has
published nearly one hundred papers,
patents, and other contributions to the
scientific literature. He is a Fellow of
AIChE and served recently on the
programming board of the CAST
Division. He is also a member of the
American Chemical Society, the
American Society for Engineering
Education, Alpha Chi Sigma, and Phi
Beta Kappa. Professor Stewart was
cited particularly for the development
of innovational computational
techniques for process simulation,
analysis, and design, and for the
inspiration which led to the widespread
application of these methods by
industry and academia.

J"'..c.ob\ 'PoIY'nomla.\

,,;0,0)(1-~)+'R.1o,O)(1)

+----~----------__?L---+__ x

Figure 2. Jacobi Polynomial

Figure 3. Jacobi and Hahn
Polynomials
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Expert Systems and
Computing Environments for
Process Systems Engineering

George Stephanopoulos, Massachusetts
Institute ofTechnology

Abstract

The purpose of the present
communication is to provide a critical
overview of an evolving technology
based on concepts from artificial
intelligence, especially as it pertains to
the computer-aided analysis,
synthesis, and evaluation of chemical
and biochemical processing systems.
Within this scope we will examine the
opportunities offered by this
technology both in terms of new
conceptual developments and in terms
of the new facilities provided by
flexible and friendly computing
environments for process development,
design, operations and control.
Furthermore, we will briefly explore
the practical implications in terms of
educational requirements, hardware
and software environments, all of
which constitute major hurdles in
harvesting the promises put forward
by the explosively growing new
technology.

Introduction

Whether the proliferation of Expert
Systems constitutes a long lasting
direction in computer-aided analysis,
design (synthesis), manufacturing,
control, etc. of engineering systems, or
just a fashionable trend, only time will
demonstrate conclusively.
Nevertheless, the truth of the matter
is that a growing "cult" in academic
circles and an astounding demand by
industrial practitioners represent the
current reality. It is also worth noting
that in the areas of chemical
engineering interest, it is the
industrial concerns which have carried
the bulk of developing new knowledge-

based systems, rather than their
academic counterparts.

Knowledge-based systems have been
treated with caution, given the
unfulfilled promises made by earlier
attempts in artificial intelligence.
Nevertheless, reality has overtaken
the cautious visionaries and expert
systems today represent an growing
industry with an ever increasing
number of applications in; medical
diagnoses, geological searches,
chemical analyses, economic planning,
analysis and evaluation of processing
and manufacturing systems, synthesis
and design of engineering systems, etc.
In a recent symposium at MIT, one
could count 150 participants from over
than 50 companies from the Boston
area, all of them involved with the
design and development of specific­
purpose knowledge-based expert
systems. Twenty of those companies
were concerned with expert systems
related to the chemical engineering
interests like; fault diagnosis, control,
analysis and evaluation of processing
and manufacturing systems,
computer-aided graphics and natural
language interfaces, use of analytical
instruments, investment planning,
scheduling and allocation of
productive capacity, etc.

Furthermore, major chemical
processing companies have established
special groups exploring or developing
uses for expert systems' technology.
Among these one finds Dupont, Exxon,
Air Products, Union Carbide, General
Electric, Mobil, 3M, ICI, BASF, Bayer,
Rhone Poulenc, etc. Several
applications have been discussed in
public meetings and include the efforts
by Foxboro, Honeywell, LISP Machine
Inc., ICI, CHIYODA. Finally, we have
started receiving at the universities
explicit inquiries from various
companies as whether we have
graduate students well versed in
artificial intelligence techniques with
working experience on the design and
implementation of expert systems.
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These are signs which cannot but be
taken into account with all
appropriate seriousness.

Expert systems have been called in
recent past to systematize and use a
large body of informal, empirical,
contextual and judgemental
knowledge which has been the domain
of skiIIful and experienced
practitioners. In this respect they
constitute a valuable complement to
the analytical knowledge and its
computer-based algorithmic
implements. Although expert systems
have been used to capture ((expertise",
recent developments indicate that
their best potential is still untapped.
Reasoning and meta-reasoning
prototypes are already in use and
imagination may be too limited to
evision what is lying in the future. In
the domain of chemical engineering
science and practice, expert systems
promise to !!break" a number of
problems still quite resistant to pure
numerical algorithmic procedures.
The extent to which this promise is
realistic is currently scrutinized, but
the technology is self-propelled
because it possesses certain inherent
features of basic educational value
like, systematizing the thoughts of
engineering design, teaching the
proper approach for the structuring
and interpretation of computer
programming, and allowing fertile
hands-on experience in creative
engineering.

It is an understatement that chemical
and biochemical engineering offers
several opportunities for the
development of expert systems. From
the analytic titles such as organic
chemistry, molecular biology,
thermodynamics and phase-equilibria,
fluid mechanics, kinetics and reaction
engineering, to the more synthetic
activities such as process development,
design, operations and control, design
of special purpose products
(copolymers, composites,
pharmaceuticals, agricultural



chemicals, specialties), design of
catalysts, solvents, determination of
new chemical or biochemical
production routes, one is often
confronted with non-analytic andlor
non-numerical issues which certainly
fall within the specifications of
knowledge-based expert systems. It is
this creative dimension of chemical
engineering education and practice
that artificial intelligence
developments are very well poised to
serve.

But, artificial intelligence technology
has given rise to an other dimension of
immediate practical utility. It has
created new computing environments
which make the computer-aided
engineering practice what it should be;
free of the syntactic pains and much
more flexible and creative. Within the
domain of chemical engineering
education and practice, computer
programming has traditionally been
treated as the skill to convert specific
numerical solution procedures into
computer programs using BASIC,
FORTRAN, PASCAL, C, and the like.
Consequently, the emphasis has been
placed on; (1) becoming well
acquainted with the syntactic
procedures of languages like BASIC,
FORTRAN, PASCAL and the
implementational environment of the
particular machine, and (2) learning
numerical procedures for the solution
of algebraic and differential equations.
In few cases, efficiency and elegance in
programming style were explicitly
emphasized, and even in fewer cases
elements of structural programming,
issues of hierarchy and complexity
were inc!uded.

The advent of expert systems imposes
new requirements on the nature and
the style of programming. This has
created new computing environments
as those signified by the LISP
computers, which has far fetching
effects on how we do computer-aided
engineering
(simulation,design,control). The

central feature which must be
emphasized is the fact that "the
proliferation of LISP computing
environments introduces a revolution
in the way we think and in the way we
express what we think through
computer-aided engineering". The
essence of this change is the
"emergence of a procedural
epistemology" which organizes
knowledge (data,rules) into structured
forms (procedures) from an imperative
point of view of a new "how to".
Concepts like, frames (flavors,
schemata) for data modelling,
blackboard architectures for
reasoning, the indistiguishability of
data and procedures are expected to

.have profound effects on the way we
design the next generation of
simulators, process flowsheet
synthesizers, control design packages,
as well as the supporting facilities
such as data base management
systems, physical properties packages,
etc.

In the subsequent paragraphs of
this communication we will discuss a
few points concerning the nature,
design, development of expert systems
as well as the associated software and
hardware environments. We will
briefly outline the potential of such
systems in chemical and biochemical
engineering, with some examples from
the current research efforts both by
our group at MIT and groups at other
universities or industrial research and
development teams. Furthermore we
will examine the changing computing
environment for computer-aided
process engineering and illustrate it
with simple examples from our work
and ofothers.

Expert Systems

In the early 70's artificial intelligence
research had been bogged down by its
own emphasis On uncovering the
universal and fundamental principles
guiding the expression of intelligence.
As a result, the ad-':ances made were
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concerned with solving "toy problems"
such as chess and checkers. Expert
systems came naturally after it was
realized that the power of intelligence
does not originate from any formal
searches of alternatives, but it
primarily rests with extensive
knowledge of the details. Thus, as
Feigenbaum pointed out, "the details
did not only matter; they made all the
difference". In subsequent years we
wittness a feverish research effort that
has culminated to systems exhibiting
intelligent behaviour. Thus, the main
premise was established:
"Understanding, problem solving,
learning and other expressions of
intelligence are crucially dependent
upon the extent of available
knowledge."

The ensuing proliferation of expert
systems has somehow obscured this
very simple premise, so that one sees
today a feverish activity to design and
develop expert system prototypes,
using very shallow knowledge. More
emphasis is placed on designing the
structure of potential expert systems,
than in accumulating knowledge. This
is a characteristic example of the
immaturity and unpreparedness of
chemical engineers to cope with a new
and "suddenly" born technology. It
further demonstrates several
misconceptions that need to be
corrected if expert systems are to
become a viable tool, and not an
abused legacy as the initial efforts in
artificial intelligence applications in
chemical engineering:

(1) You cannot use expert systems
to solve a problem, which you
cannot solve in principle.

(2) The structure of an expert
system is crucial for efficient
reasoning, but its power lies
with the extent of the existing
knowledge.

(3) Hard quantitative knowledge
should not be abandoned in



favor of or substituted by
weaker qualitative knowledge
(one can see several such
examples in the area of fault
diagnosis).

(4) The computing environment is
of essence, not simply for
matters of convenience during
the stage of development, but
for the integrity and the power
of the resulting expert system.

These admonitions are becoming
visible more and more as one attempts
to develop a "working" expert system,
which is the only indication of success,
almost by definition. Anything sort of
that is for practicing purposes, and
represents a long effort in intelligent
homework.

Nevertheless, the "novelty" of the
technology has taken most by surprise
and has found the large majority, even
of the early devotees in artificial
intelligence, unprepared for
meaningful expert systems
development. Therefore, what we
observe as a feverish research and
development activity in expert
systems is nothing else but a very
serious effort in self-education, and
that we will have to wait for the next
phase of developmemts to see usefull
and practical products for process
systems engineering purposes.

The existing prototypes of expert
systems are interesting examples, and
some of them have had significant
economic impact in areas other than
those related to chemical and
biochemical engineering. They have
provided certain "models", which later
efforts'are trying to imitate. As the
number of alternative prototype
systems is increasing, the self­
education stage is shortened.
Therefore, we can look forward to an
explosion of expert systems
development, within the next five
years.

The Structure ofExpert Systems.

Expert systems are not data bases and
they differ significantly from The
conventional programs. Unlike the
data bases, which posses only
declarative knowledge, the expert
systems incorporate, along with the
declarative knowledge, and procedural
knowledge, which determines how the
data should be used. This procedural
knowledge may come in the form of
logical rules and numerical
algorithms.

"A numerical algorithm, which
can solve part of a problem, should
not be abandoned in order to retain
the dubious purity of an expert
system, I.e. of a system which
handles only qualitative
information."

But, on the other hand an expert
system is a very different breed than
the conventional computer programs.
Unlike the latter, which integrate the
data and the procedures (logic of the
program) into an integral whole, the
expert systems clearly delineate their
separate constituent segments. Thus,
they are composed of the following
parts, which are individually
developed and tested:

(a) The data base, which
represents all the available
numerical data about various
aspects of the problem at hand,
e.g. tables with physical
properties of various
chemicals.

(b) The knowledge-base, which
includes all declarative
knowledge associated with the
various components of the
problem itself and could be of
quantitative (e.g. analytic
models) or qualitative nature
(e.g. models representing the
knowledge available about the
type, mechanical
characteristics; materials of
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construction, location of pipes
for inflowing or outflowing
materials in a continuous
stirred tank reactor,
distillation column, etc.). Also,
the knowledge base includes
information about heuristics
(rules of thumb), conjectures,
hypotheses,etc. pertaining to
the logic used at various stages
ofa problem's solution.

(c) The inference engine, which is
employed to reason using the
knowledge of the knowledge­
base, by controlling the search
and by offering explanations of
the logic used.

In all of its three parts the design
proceeds in a highly segmented
fashion in order to enhance flexibility
during its utilization. Thus, the
knowledge-base is carefully grouped
together in small chunks with an
underlying common theme. For
example, a frame will compact
together the attributes of a piece of
equipment, or the control law of a PID
controller along with the declaration of
the measured and manipulated
variables and control parameters
associated with it. The design of
efficient knowledge-bases is by no
means trivial and requires experience
and knowledge of the particular
domain. Several different strategies
can be used to guide the inference with
forward chaining, backward chaining,
and blackboard architecture the most
common among them. There are
several expert system prototypes
which use ingenious hybrids of all the
above strategies. Which one is the best
depends largely on the knowledge that
one has about the specific problem, and
that brings out an other important
feature, often overlooked during the
design ofan expert system:

"The knowledge-base should
contain any knowledge related to



the inference strategy that experts
use for their reasoning."

Thus, information about the problem
could lead to a hierarchy of forward
reasoning strategy, or the expert's
previous experience may indicate that
the assertion of certain intermediate
goals greatly simplifies the solution of
the problem. The latter would indicate
a mixture of forward and backward
chaining strategies. But, if knowledge
about the objects of a problem and of
the rules which logically connect the
knowledge is easy to access, knowledge
about the reasoning strategy is
extremely hard to extract from the
experts. This is the cause that several
expert systems are so Uheavy" to move
through their reasoning process and
establish meaningful inferences; they
use standardized reasoning strategies,
which may be a far cry from an
expert's actual reasoning strategy.
Nevertheless, current research work is
unveiling the future prototypes, which
will be using meta-reasoning
strategies, I.e. reasoning about the
reasoning process.

Issues in Expert Systems' Development

The above discussion should have
indicated that the design of a
"working" expert system cannot be
very easily l~canned" into specific
prototypes, and the only value that the
latter can offer is a paradigm of what
features mayor may not be
appropriate for the problem at hand.
But, what is the general framework for
expert systems development, and what
are the major stumbling blocks in the
realization of an ever increasing
number of ideas for expert systems?

F. Hayes-Roth, D.A. Waterman and
D.B. Lenat in their book "Building
Expert Systems" have identified five
stages in the development of an expert
system: (a) Identification of the
problem, (b) Conceptualization of the
expert system under design, (c)
Formalization of an expert system's

knowledge-base, (d) Implementation of
the data-structures and rules
embodying the knowledge, and (e)
Testing and validation or adaptation of
the rules and ofthe inference strategy.
We will not try to reproduce their
eloquent exposition here, but certain
points are worth emphasizing.

(1) The identification of the
problem is a highly iterative
procedure between the domain
expert and the engineering
whose task is to transfer the
knowledge into an expert
system.

(2) Also, the identification of the
problem (stage a) and the
conceptualization of the expert
system (stage b) are nested in
an iterative procedure, which
identifies missing components
of the problem as revealed by
the needs of the expert system
under conceptualization.

(3) During the formalization one
invokes the available
techniques for knowledge­
representation, which to a
large extent are dictated by the
richness of the software
environment to be used in the
next stage of implementation
(stage d). Of course, one is free
to establish new and
innovative mechanisms,
beyond those supported by the
software environmnt in hand.
But, in this case the mechanics
of software development
dominate the effort and the
whole exercise becomes
counterproductive.

(4) The formalization is in itself
an iterative process and
certainly the most time­
consuming of the five.

(5) The implementation of the
formalized expert system
requires special skills on the
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nature and interpretation of
computer programming. For
example, at times one has to
select between an iterative or a
recursive procedure, with the
best choice dependent upon the
particulars of the problem,
which the designing enginner
should be in aposition to
quickly identify.

(6) The testing ofan expert system
reveals; (a) the "richness" of
the knowledge base and (b) the
appropriateness of the
employed inference strategy.
It is the culmination of all
earlier assumptions pertaining
to the design of the knowledge­
base, its representation, and
certainly of the available
insights on the inference
mechanisms that the expert
USes to reason about certain
things (quite obviously the
hardest knowledge to uncover
and harvest).

The major bottleneck in expert
systems development is the lack of
well educated engineers with an in
depth familiarity of the particular
domains (e.g. chemical engineers) and
a more-than-mechanical-skills
education in A.!. and computer
science. This may sound like a
modified version of a "renaissance"
person, but it is quite feasible during
the course of a graduate program.
Indeed, present estimates indicate that
a group of 30 to 50 people with
qualifications as the above will be
graduating within the next 3 years,
with more to come as more research
groups are gearing to exploit the new
technology in different areas of process
systems engineering. Practicing
engineers with extensive previous
computer-related experience in process
systems engineering is a large and
viable pool to tap for additional
manpower. The major point of
contention though is, whether they
have enough flexibilty to abandon the



"FORTRAN prototype of a rigid logical
flow diagram" and adapt to the
"unstructured" character of LISP
programming and expert systems.
This is not a trivial requirement
neither the difficulty to satisfy it
should be underestimated. It dictates
a drastic departure from established
programming patterns and possibly a
major overhaul of one's own attitudes
towards the structure and
interpretation of computer
programming.

In terms of the mechanics for expert
systems' development, most of the
current efforts will depend heavily on
imitating existing prototypes, while
few are setting the scope for new
prototypes. This process possesses an
inherent acceleration and very soon it
will provide an explosive growth in the
numi:ler of expert systems under
development.

Current Trends

Present efforts on expert systems'
development within the areas of
interest to process systems engineers
are largely exploratory and self­
educational efforts on the scope,
mechanics of development, limitations
and utility of the new technology. The
classical prototype expert system
based on a long list of rules extracted
from an expert, is giving its place to
more sophisticated paradigms, which
tap additional sources of knowledge
such as:

• Fundamental or semi­
empirical scientific knowledge.

• Extensive tables with
parametric values.

• Very large compilations of
experimantal data.

• Graphs and empirical
correlations.

• Widely dispersed bits of
published information.

Typical examples, demonstrating the
above tendencies, are expert systems
currently under development in the
following areas:

• Screening of alternative
processing technologies (chemical,
or biochemical).

• Design of molecules with
desired physico-chemical
attributes (e.g. thermo-physical
properties, solvents for extractive
separations, solvents to enhance
reaction rates, polymers with
desired mechanical and other
properties, catalysts for given
reactions, etc.)

• "Learning" systems for the
identification of fundamental
patterns in large and diversified
banks ofphysical properties.

• Design of molecular genetics
experiments.

An other significant feature of many
systems under development is the
realization that an expert system
should not aim at providing an "Expert
Solver", but instead should be satisfied
to provide an "Expert Assistant" or an
"Expert Consultant". This feature
indicates a certain degree of maturity
and an implicit recognition of the
limitations imposed by the present
state- of-the-art in artificial
intelligence, as well the economics of
an expert system's development cost.
Typical examples of this attitude are
the following expert systems under
development:

• Assistan ts in process
development.

• Consultants for process
conceptualization and preliminary
designs.

• Ad visors on the design of
control systems for single
processing units, or complete
chemical plants (articulating the
control design, problems,
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synthesizing preliminary control
strategies, designing the P & I
diagrams, etc.)

• Consultants on the synthesis of
separation sequences, or the
design of energy management
systems.

• Consultants on the design of
operating procedures for start-up,
process optimization, and safety
fall back.

• Advisors on the development
and design of mammalian ce Il
bioreactors.

• On-line advisors to the process
operators about the current
operating state of a process, its
possible faults and anticipated
consequences, and recommended
fall back operations.

But, the most immediate gains are
being harvested by the so called
"Expert Apprentices", I.e. systems
which encapsulate the knowledge used
in repetitious activities, and which
knowledge is threatened by the
departure of long-time experts. These
are of course the most rudimentary of
the expert systems, but at the same
time excellent grounds for learning
with direct and easily evaluated
benefits. Typical examples can be
found in many areas of the chemical
engineering practice, and include the
following:

• Maintenance procedures.

• Plant layout.

• Mechanical design ofoperating
units.

• Instrumentation specs.

• Preparation ofspecs for bids.

The above characteristics are no t
covering all current trends, but the
identify the most promissing, both in
terms of immediate gains (expert
apprentices), as well as in terms of
long-term high aided-value potential



The Computing Environment

Knowledge Is And the Knowledge­
Engineering's
Response Is

Furthermore, the design of an expert
system is not like the a priori drawing
of a logical flow diagram like the ones
we have nourished while writing

(expert advisors, consultants, learning
systems). Independently of the
particulars, one can easily recognize
that the main thrust of the expert
systems and of the associated
"knowledge engineering" an
unfortunate characterization), could
be summarized by the following
observations, stated by Randal Davis
ofMIT:

(e) Integrated software
environments like, ART, KEE, KES,
LOOPS, S.I, SRL, etc.

Software Tools

(a) General purpose languages
like LISP. Although the present
LISP computers are using ZETA LISP
(Symbolics, TI EXPLORER) or
INTERLISP (Xerox), the emerging
industry standard is COMMON LISP.
Several manufacturers have
already committed themselves to
converting their machine­
environments to COMMON LISP.

• A variety of modes for
knowledge representation,
including; simple rules,
frames, and networks.

(b) Special purpose languages like
PROLOG, OPS, KRL, Smalltalk

The integrated software environments
provide the "master carpenter's tool
kit". They make the development of
an expert system very easy, almost
transparent, for a number of
applications. Their most
distinguishing features are the
following (note; not all of them offer
the complete set of the following
facilities):

(d) Tools for constructing expert
system prototypes like, M.l, TI
PERSONAL CONSULTANT, etc.

(c) Tools for the development of
decision tables like, RULE·MASTER,
K-BASE,EXPERT-EASE, etc.

For the development of expert systems
the following classes of software tools
are available, with various efficiencies
and costs associated with them.

computing environments the perfect
settings for the development of process
systems engineering related software
tools.

"There is no computer
environment which can presently
satisfy all requirements for easy
and flexible development of expert
systems and fast and multiuser
delivery of expert systems, for
process engineering oriented
applications. "

programs in FORTRAN. It is highly
interactive effort, with many
iterations during the development
stage. As such it requires a friendly
and responsive computing
environment, where the emphasis is
on the available facilities rather than
speed. Thus, a menu of alternative
data representations, inference
strategies, interactive and
multitasking windows, object-oriented
programming with extensions to
graphic objects are not just a
convenience, but could very well
constitute the essence for the
successful development of an expert
system.

On the other hand, the delivery of an
expert system for practical utilization
requires speedy response and multi­
user computer environments. With the
presently available hardware and
software environments one is often
perplexed as to what is the best
computer configuration for expert
system development and delivery. As
a general observation one can easily
state that:

Finally, the advances made in the area
of computing for artificial intelligence
applications have started having a
significant spill-over effect on several
other areas, such as the computer­
aided process systems engineering. It
is generally not very well known that
symbolic processing LISP
environments, designed for artificial
intelligence system development, have
capabilities that make them extremely
attractive for non-A.!. related software
development. In a subsequent
paragraphs we will discuss some of the
basic features that ·make these new

To Preserve it
To clone itDifficult to

To make it active

To make it
transportable

To create an

environment that

encourages growth

To make it precise

To systematize it
To centralize it

Difficult to accumulate

Vague

Inconsistent

Dispersed

Perishable

Scarce

apply

Difficult to distribute

The development of an expert system,
beyond the trivial ones, can be very
easily bogged down by the
"inefficiency" of the computing
environment. Furthermore, the
flexibility of the resulting system and
its intended utilization may suffer
significantly by a restrictive
computing development system. One
can only look at the available expert
system shells for personal computers,
to realize the toy-like software
facilities pretending to allow
development of expert systems.
Indeed, one could develop an expert
system using the above packages, but
it would be a simple parathesis of rules
operating in a single-context, or in a
trivial forward chaining multiple
context.
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41 Efficient types of dat.a­
management facilities,
providing rapid searches and
truth maintenance tables.

• A number of alternative
inference strategies with
explicit reasoning and
explanation capabilities. The
inference could be any hybrid
of the following facilities;
forward-, backward-chaining,
pattern matching, and
blackboard architecture.

• Quite sophisticated graphic
interfaces, includind; windows,
menus and command facilities,
object-oriented programming,
zooming and scrolling, etc.

• They support external
programs in other languages
like, FORTRAN, PASCAL, C, etc.

• They permit delivery of expert
system applications on non­
LISP computers like; VAX,
micro-VAX, IBM PC AT, IBM PC
compatibles, APPLE Macintosh,
etc.

It should be noted that, although most
of the advanced integrated software
packages were initially designed for
LISP computers, current trends,
capitalizing on the wide-spread
acceptability of COMMON LISP as the
industry standard, are creating full
software development environments
for non-LISP computers like the SUN,
VAX, IBM RT, and other workstations.

The integration of the programming
facilities described above, creates a
very attractive environment for the
development of expert systems, and as
we will see later on, a tremendous tool
for general purpose computer-aided
process engineering. Here is a list of
the main benefits, which could be
harvested by an intelligent use of the
integrated software environments:

• Easy construction of complex
and large knowledge­
representation structures.

41 Initial formulations and
simple adaptations of iII­
structured problems.

.. Rather transparent acquisition
of knowledge.

.. Simple interactive information
on the propagation of the
inference logic and
explanations on the employed
reasoning.

• tfData-driven" programming,
an indispensable tool for
computer-aided process
engineering.

.. Graphic interaction for real­
world "object-oriented
programming"; an other major
component of the evolving
computer-aided engineering
environment.

.. Rapid prototyping and testing
ofexpert and learning systems.

Hardware Tools

These should be classified into two
categories; (i) the computer systems
for the development of expert systems
and (ii) the computer systems for the
delivery of expert systems. (i)ln the
first category we can easily identify
the following machines:

• LMI Lambda (LISP Machine
Inc.)
• SYMBOLICS 3640, 3670
(Symbolics Inc.)
• Xerox 1108, 1132 (Xerox
Corporation)
• TI EXPLORER (Texas
Instruments Inc.)

These are specially designed
computers to provide an efficient
environment for processing LISP. They
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are single-user machines and ideal for
the development of expert systems
because they provide;

• Uniform software environment
written in LISP, which permits
easy interactive program
debugging,editing,
recompiling, running a
program, opening and closing
windows for multiple tasks,
inspecting the execution of
LISP primitives, etc. without
leaving the computing
environment.

• Flexible software support by
integrated systems like ART,
KEE, and others.

• High-speed execution of LISP.
The addition of floating-point
accelerators has enhanced
tremendously their ability to
run efficiently numerical
computations in FORTRAN, so
that today could be surpassed
only by the likes of Cray,
Cyber, and highly optimized
FORTRAN compilers available
on machines like VAX and SUN.

• High resolution bit-mapped
displays with multitasking
windows and graphic
interfaces.

• Large memory for efficient
paging, supported by garbage
collection facilities, which
retain the relevance of the RAM
resident information.

In addition to the LISP machines, non­
LISP computers like, VAX, micro-VAX,
SUN, personal computers, etc. come
equipped with various dialects of LISP,
or recently with various versions of the
COMMON LISP. They also possess
extensive software support for the
development of LISP programs like
interpreters, editors, debuggers, while
they provide many of the nice facilities
such as, bit-mapped displays, windows,



etc. Despite the availability ofall these
features, development of expert
systems on non-LISP machines could
become a rather tedious adventure,
and possibly a frustrating one for large
and complex expert systems. The
availability on non-LISP machines of
highly sophisticated integrated
software environments, such as those
discussed above, for the development
of expert systems, certainly makes
such computers very attractive
alternatives, because of their lower
cost. (Ii)For the delivery of expert
system applications, one could use;

41 LISP computers, which in this
case could function in a
multiuser environment,

41 non-LISP machines, which
could be used either alone (in a
multi-user mode), or as hosts
(for LISP machine developed
applications) networked with
personal computers.

The"Art" ofComputer Programming

The continuing saga of FORTRAN

programming has had a tremendous
impact on how computer-aided
engineering is performed in our days.
Significant problems have been solved
through the intelligent construction of
large and complex computer programs,
of which the large scale simulators for
industrial usage are excellent
examples. Nevertheless, it has also
created a ltculture", which imposes
rigid barriers for the development of
new and more flexible software tools,
that will take the process engineers
into the creative domain of
HdiscQvering" new solutions to the
design-oriented problems. The most
emphatic manifestation of the
FORTRAN programming's shortcomings
is the slow and painful process of
developing integrated software
packages, which will be able to capture
all the forms of available knowledge
and t'synthesize"; preliminary process
flowsheets, control configurations for

complete chemical plants, operating
strategies for chemical plants, etc.
Furthermore, we are still far from any
working system which would allow the
expert designer to interact with a
computer program and be able to "ask"
the program questions, test design
hypotheses, and evaluate the
significance of his/hers own design
assumptions and conjectures. Several
prototype efforts along these directions
are very restrictive and they can only
encapsulate the questions and
assumptions that the builders of the
program have included.

We are all too familiar with the first
principle of FORTRAN programming;
develop the logical flow diagram. But,
as soon we have done that, we have
locked ourselves into a specific
problem-formulation and problem­
solution, and we need to rewrite the
whole program or parts of it in order to
tackle modified versions of the original
problem. Such philosophy is
counteractive when it comes to design­
oriented problems because; the design
of process flowsheets, control
configurations, operating strategies,
etc. involves a loosely defined
interaction between the designer and
the current context of the state of the
design. Thus, depending on the impact
of conversion yields on the overall
process economics, the designer may
decide to follow different paths in the
subsequent design stages pertaining to
the configuration of the reactors, the
sequencing of distillation columns, etc.
Furthermore, a preliminary analysis
of the effect that various operating
variables have on the economics of
process operation will determine the
next stage during the design of the
control configuration for a chemical
plant. Of course, one could try to
capture all possible scenaria for all
possible types of chemical plants and
encode them into a FORTRAN program,
but this alternative is almost by
definition impossible. Even more, it
would not attract the designer's
respect because it lacks facilities to
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"explain" the rationale of the decision
making process, or even worst does not
allow the designer's own knowledge,
heuristics, and past experience to be
used effectively for the simple reason
that have not been anticipated by the
program and have not been included in
it.

To summarize the above discussion
one could observe that:

"The work in process engineering
is composed of two primary
activities:

(i) The first one is trying to form a
theory by asking what is going on
here. To do that large amounts of
quantitative (numerical,
mathematical models, graphs,
tables, etc.), or/and qualitative
(characteristics of the systems,
previous experience with similar
ones, rules, heuristics)
diversified data are been called
and utilized in a very contextual
manner.

(Ii) The second one defines what
one is going to do about it, and
normally involves grinding large
amounts of numerical
computations, or long sequences of
logical inferences.

To achieve both with some acceptable
efficiency one needs to modify the
computing environment and adopt
different practices in computing.

The recent developments in expert
systems and the corrolary results have
shaped a completely different
computing environment that can
eliminate most of the present
limitations in harvesting the fruits of
the existing theories and strategies in;
(a) screening alternative technologies,
(b) conceptually designing preliminary
process flowsheets, (c) engineering the
complete process f1owsheets, (d)
putting together control
configurations for complete chemical


























